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UNIVERSAL LANGUAGE (METALANGUAGE WE CAN’T
LIVE WITHOUT)

Nowadays, the modeling of the knowledge has become one of
the problems in the fields of application of various sciences: logics,
linguistics, mathematics, psychology, cybernetics, etc. The reason
for such interest in this problem is due to the creation of artificial
intelligence (Al) systems.

The present article explores metalanguage, a type of universal
language present in machine translation that facilitates the
encoding of the input language and the decoding of the output
language, regardless of the language family or typological traits.
The modeling or formalized representation of words plays a vital
role in ensuring accurate translation and understanding of meaning.

The article contains sample translations from English to
Chinese, Spanish, Latin, Armenian, Russian, and Turkish via
corresponding formal description based on the metalanguage used
by the Universal Network Language (UNL). One of the vital parts
of the formalized description - the component analysis, is also
discussed from the point of view of both morphology and semantic
meaning.

Key words: Universal language, metalanguage, component
analysis, machine translation, formalized description.

Introduction

Knowledge is given to us directly by language and only through it: knowledge
exists in daily use (monologue, dialogue, phrases, etc.), as well as in written texts
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(literary monuments, artistic, scientific and technical literature, press, various
linguistic styles, etc.), and finally, through language, we transmit knowledge from
generation to generation. Thus, language is both a means of acquiring and
preserving knowledge, and a means of its transmission. In science and technology,
knowledge outside of the texts generally does not exist, and the modeling of the
meaning of scientific and technical texts implies the modeling of the knowledge
system of the given field.

Natural language knowledge, in general, can be divided into three main levels:
linguistic - semantic information of words for understanding sentences in a natural
language; concept definition - a sort of connection with other concepts that in
turn specify the concepts; and other - including any other knowledge, e.g.
encyclopedic. When aligned with metalanguage, this knowledge modelling plays
a crucial part in forming the corrected meaning of the word specifying each
meaning to singularity, which enhances the correct translation of the word within
the sentence.

Simple, yet hard to translate

“ITo6pbiit genb!” (Russian)

“TAYA.” (Hindi)

“Is there a museum in the city?” (English)

“Z2R!” (Chinese)

“;Como puedo encontrarlo?” (Spanish)

“Quwgtip ninhn, wyw ptpytp ntiyh we:” (Armenian)
“BYME S (Japanese)

As simple as the conversation above seems, it is quite difficult to formulate
them in other languages, especially when a person is a carrier of only one language
and has no understanding of the others. It might be easier for him to comprehend
and converse in a foreign language, other than his own. But what if he doesn’t?

Not long ago people used to help foreigners by translating for them either
orally or in written form: a tradition that has come down to us since Ancient
Egypt [Salevsky, 2018, pp. 184-198]. Many countries of that period used to establish
translation service agencies to be able to communicate with the slaves or the
people of the neighboring territories they conquered. Some were talented and
achieved success. However, with the discovery of the informational era, these
services are being used less and less due to the use of the fast growing internet.

Thanks to the worldwide trade, the web gave rise to computational linguistics
which, in turn, facilitated the communication of people all over the world with
the aid of machine translation. Attempts to make communication between
languages easier by means of different translation devices haven’t always been
successful. The route wasn’t easy, but the continuous changes have made the
system more or less perfect because of an intermediate language that is used in
translating from one language into another. This tertiary language creates a sphere
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filled with linguistic models that should, in a common sense, be able to translate
from one language into another and vice versa. This so called sphere is filled with
phonetical, lexical, grammatical (morphological and syntactic) and even stylistic
categories of all available languages, no matter alive or dead.

A metalanguage is an artificial language that helps in doing automated
translations by means of online translating services.In difference to artificially
constructed languages, a metalanguage is general for artificial and natural languages
and is used as an auxiliary way to transfer one language data to another.

Alternatively said, the metalanguage considers the language outside its usually
ambient. The reality of one language is encoded through it inside itself by means
of grammatical expressions it is using (words written in italics, punctuation marks,
dashes, slashes, etc. with each expression being on a separate line) (Karaulov,
Molchanov, Afanasyev & Mikhalev, 1982).

Three types of metalanguages are — embedded, ordered and nested. Each of
them has its own function: embedded metalanguage is fixed to a certain language.
An ordered metalanguage creates its own metalanguage to discuss the one prior
to it on the same level, whilst a nested one discuss the prior on a higher level
(hence hierarchy). The latter two coexist in a natural language, however the
former is mostly used by the translating system to move one language forms and
expressions into the other.One of the first models of a metalanguage is Backus-
Naur Form which was developed by John Backus and Peter Naur in the 1960s
(Backus, 1959, pp. 125-132).

Hereafter we shall be discussing phonetic, lexical, grammatical and syntactical
aspects of a metalanguage, as well as give examples of the formalized description
of the metalanguage in different languages.

Since 1998 the creation of speech recognition system in Microsoft office has
been a vital part of having a good translation output. Even though it is done prior
to using the metalanguage, correct speech recognition helps to improve the
correct choice of modeling for encoding. The speech recognition is still in
development for many languages that have been less studied.

Lexical modeling of a language depends on the type of language whether it is
synthetic or analytic. Due to these two main differences between world languages,
the words should be carefully sorted into models that give the understanding of
the word incomplete details: logical and analytical details present not only in the
input language, but also in the output one.

For example: the word «hwp» in Armenian is mostly used in stylistic sense
denoting birds in general, however when used without the suffix p it will denote
only a hen. A detailed modeling showing the type of the bird, being a neutral or
generalized name, ability of laying eggs or building nests, etc. should be used for
translating from Armenian (syntactical language) into English (analytical language).

Simple as yet a glance deep into the metalanguage shows us its backbone - an
analytical structure of words in such details, that show not only the form and
meaning of the word, but also all possible grammatical forms (affixation, endings,
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prepositions, postpositions, etc.) that the word may have in all languages having
already been input in the software. Thus, the English word “red” can have 1 form
each in English and Armenian, 4 forms in most Romance languages (2 genders
multiplied by 2 numbers (e.g. in Spanish - rojo/rojos, roja/rojas), 24 in German
(3 genders, 2 numbers in all 4 cases), 36 in Russian (3 genders, 2 numbers in all
6 cases), etc. This means, that for English, Russian, Spanish, Italian, German and
Armenian only the word “red” in a metalanguage will have 70 morphological
endings. In difference to syntactical languages like Russian, German, Latin, etc.,
modern Armenian lacks the agreement between the noun and the adjective and,
as the latter has no declension system, only one form is extant.

All these forms are part of a linguistic method, so called component analysis,
a unique attempt to describe word meanings universally not only semantically,
but also formally, creating a model with all possible combinations for both input
and output languages.

Formalizing the meaning

Turning to the internal structure of the word, the meaning, the logical
characterization method of the semantic form of the word describes component
analysis in a better way. Here a word class is divided into types, which in turn
are divided into subtypes required for lexical explanation. Therefore, it is essential
that lexicological explanations provide enough suitable material for the examination
of word groups as a limited system of semantic components (Hyvarinen, Karhunen,
Oja, 2001, pp. 147-161).

Some lexical segments can be characterized by formalizing and reducing these
explanations to a certain number guided by certain rules. Component analysis can
also be achieved through transformative analysis. It is well known that the
transformational identity or difference is directly proportional to the identity or
difference of the constituent structure of the word unit. It allows monosemantic
and words with binary contrast express short meaning more efficiently. However,
binary relations are not always the best option for semantic analysis, e.g., it is
possible to distinguish some species of animals, e.g. some types of cattle, by a
number of features, taking into account their binary connections, but one of the
important conditions - the age, will be lost.

As such, the component analysis was developed and is used mainly the
meaning of the words, thus its main task is to formulize the semantic field of the
word in its relation with the words that surround it in particular and the text in
general. It can also be used in other areas of linguistics: e.g. phonemics, where
the binary relations are considered essential. E. Gulyga and E. Shendels concluded
that component analysis plays an essential role not only in extracting the exact
meaning of the word, but assists in formalizing morphology and syntax as well
(Gulyga & Shendels 1969).

If in component analysis the meaning of a word depends on its components,
in linguistics, it is called semantic components, differential semantic signs, semantic
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dimensions, etc. The semantic component is also called a sema - a meaning that
is presented more concisely and clearly and proves the component’s affiliation to
the meaning - the content field and has lexical flexibility, i.e. semantic field,
hypersema, classema, etc.

The term “sema” or meaning can be used to mean the smallest component
meaning of a word - an element that reflects the signs of the signified meaning.
In other words, its meaning entirety constitutes the main sense of the lexical unit.
However, it can be further segmented: e.g. the word denoting gender can be
separated as male and female, which in turn can be divided into ages or other
kinds of certain conditions - a lady is of feminine gender, usually of a young age
and commonly not married, while a man is of masculine gender, where any age
past adulthood is possible and no certain conditions are required.

Thus, what’s common to all languages formalized here, is the pronoun
description, the other parts of speech have characteristics somewhat different
from each other. Note, that due to the syntax structure, some of these
characteristics are put in the middle or in the end of the formalized metalanguage.
When translated in an output language, this placement is done by the general
syntax rules already written in that language. During the decodification process
the syntax structure is written taking these rules into account.

To give a more accurate formal description of the word, three conditions have
to be observed:

« Describe the words in the most detailed form possible, especially in case

of homonyms;

«  Write the descriptions as short as possible to provide a faster and easier

work for the translating system.

« Determine the lexical-semantic description of the word mostly according

to the text, rather than the word alone.

Quite often the word should be viewed within the context for a better
outcome of the translation. This is due to the fact, that the formalization of the
word meaning in machine translation implies not only an intra-lexical correlation,
but also an inter-lexical correlation, as the intra-lexical correlation is the internal
form of the word, while the inter-lexical one is the semantic dependence of the
word on other lexical meanings present in the vocabulary and attached to the
given word. The transformation of the latter, however, is more complicated
because it passes from lexicological level to syntax.

Imagine a polyglot understating all the 7 languages in the conversation in the
beginning of the article trying to translate them to the carriers of these languages
simultaneously. The brain neurons in the Broca’s area in the left hemisphere move
0.5-2.0 m/s to and fro the Wernicke’s area to comprehend (encode), translate and
interpret (decode) the sentences. This passage between them assists in translation,
becoming kind of metalanguage. In difference to the artificial translation that uses
formalized description, natural one just creates the images pictured during
encodification and interprets them during decodification using the words and
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grammatical rules memorized previously.

A metalanguage functions much faster and much more correct due to technical
compatibilities and rules previously added to it. This includes not only the
meaning, but also the formalized description of each word separately and, at the
same time, as a whole in the ambient of the context. What connects them is the
component analysis thanks to which the translation is carried out accurately.

In short, a metalanguage is crucial for translating and it becomes a form of
universal language — a language that is one for the whole humanity, like Esperanto,
Volpuk (constructive languages), or English, Arabic, Russian (natural languages)
that serve as Lingua Franca for different nationalities — carriers of different
languages that might not have a lot in common with each other.

Universal language theory

A theory of one language for everyone, universal language theory (ULT) (Cook,
1996), has been proposed by Armenian academician, prof. G. Jahukyan, who has
described it as a universal language model (ULM) - a generalized system for
describing real objects and their correlations, and that reality includes physical as
well as spiritual and emotional realities.

The ULM is built with a harmonious combination of introductory and
descriptive methods and is based on five main principles: materiality, generality,
integrity, unity and economy. Based on the principle of generality, the ULM can
be applied to both natural and artificial languages. When building it, the concepts
of the given language in general are taken into account as the perfect reality of
the language. The purpose of ULM is to understand and reproduce language as a
means of comprehension and communication between carriers of various languages.

According to the principle of universality, the ULM is applicable to all aspects
of language, describing not only the expression and content of the word, but also
the units formed by combinations in different languages (Roberts, 2016).

The main feature and the advantage of ULM is suggesting a minimum number
(only 8) of universal concept categories that characterize objects materially
(composition, hanging, number and class) and spatially (shape, direction, size and
location). Apart from these 8, other paradigmatic categories are also described
characterizing not only the objects themselves, but also their properties and
relations (comparison, causality, frequency, manner, process, change, duration
and time). Finally, 6 additional categories are added to characterize the objects of
the spiritual-emotional sphere: perception, awareness, material expression of a
language, modality, thinking, communication. Each of these 22 orders is
characterized by hexadecimal edges: 1. main, 2. opposite, 3. middle (neither/nor),
4. joint (and/or), 5. reflexive, 6. absolute or neutral (Jahukyan, 2003).

Any machine translation program must index, label and number the words
imported into it, present them according to the grammatical rules included in its
system. All words corresponding to 22 categories in ULM should be indexed (See
table 1 below).
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Table 1.
1 2 3 4 5 6
1 1-1 1-2 1-3 1-4 1-5 1-6
2 2-1 2-2 2-3 2-4 2-5 2-6
3 3-1 3-2 3-3 3-4 3-5 3-6
4 4-1 4-2 4-3 4-4 4-5 4-6
5 5-1 5-2 5-3 5-4 5-5 5-6
6 6-1 6-2 6-3 6-4 6-5 6-6
7 7-1 7-2 7-3 7-4 7-5 7-6
8 8-1 8-2 8-3 8-4 8-5 8-6
9 9-1 9-2 9-3 9-4 9-5 9-6
10 10-1 10-2 10-3 10-4 10-5 10-6
11 11-1 11-2 11-3 11-4 11-5 11-6
12 12-1 12-2 12-3 12-4 12-5 12-6
13 13-1 13-2 13-3 13-4 13-5 13-6
14 14-1 14-2 14-3 14-4 14-5 14-6
15 15-1 15-2 15-3 15-4 15-5 15-6
16 16-1 16-2 16-3 16-4 16-5 16-6
17 17-1 17-2 17-3 17-4 17-5 17-6
18 18-1 18-2 18-3 18-4 18-5 18-6
19 19-1 19-2 19-3 19-4 19-5 19-6
20 20-1 20-2 20-3 20-4 20-5 20-6
21 21-1 21-2 21-3 21-4 21-5 21-6
22 22-1 22-2 22-3 22-4 22-5 22-6

In addition, the ULM can also be used in other translation systems to form
description and choose the foreign language words correctly. Whatever the choice,
ULM is the most complete system of meanings presented to date capable of acting
as a metalanguage in translation devices and performing full semantic inter-lingual
translations.

Working metalanguage

It’s not only the meaning that the component analysis differs. A more common
approach is using different components of the metalanguage to specify the
grammatical category of the word within the sentence. Main problems arise when
there is a need to translate from a syntactic language into an analytic one. When
the translation is carried out in this manner, formal modeling of the output
language becomes much more complex and therefore long. This is due to the fact,
that analytical languages use articles, prepositions, different particles, etc. that
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belong to different parts of speech which, in turn, are added to the word when
creating a formal description. Translation from an analytical language into a
syntactical one is much simpler, because formalized description of a syntactical
language commonly uses only one word already including various grammatical
forms expressing the correct meaning of the analytical language (less parts of
speech are in use).

Let’s observe a sample on a Universal Networking Language (UNL) based

translation from English into Chinese (A), Spanish (B), Latin (C), Armenian (D),
Russian (E) and Turkish (F).

Input language formalized description for the metalanguage:

Initial input: I am reading a book.

I(PPronPrs1Sg)-personal pronoun, 1* person, singular;
am(AuxVPresContPrslSg)-auxiliary verb, present continuous tense, 1 person,

singular;

reading(VGer)-verb, gerund;

a(IndfSg)-indefinite article, singular;
book(CNSg)-common noun, singular.

Metalanguage input description for: I am reading a book.
SNT*(PPronPrs1SgAuxVPresContPrs1SgVGerIndfSgCNSg)

A. Output language (Chinese) formalized description for the metalanguage:
F (wo) (PPronPrs1Sg)-personal pronoun, 1* person, singular;

IF7E (zheng zai) (ConjT)-conjunction of time;

i (du) (V)-verb;

— (yi) (CNuml)-cardinal number 1;

7 (yi ben) (CIBk)-classifier for books;

F (shu) (CNSg)-common noun, singular;

Metalanguage output description for: FI1ETEE(—ZA)**H (wo zheng zai du (yi

ben) shu).

SNT(PPronPrs1SgConjTVCNum1CIBkCNSg)

B. Output language (Spanish) formalized description for the metalanguage:
Yo(PPronPrs1Sg)-personal pronoun, 1* person, singular;
estoy(AuxVPrContPrs1Sg)-auxiliary verb, present continuous tense, 1* person,

singular;
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C. Output language (Latin) formalized description for the metalanguage:
Ego(PPronPrslSg)-personal pronoun, 1 person, singular;
librum(ND2nAccSg)-noun, declension 2, neutral gender, accusative, singular;
lego(VC3PresPrsiSg)-verb, conjucation 3, present tense, 1* person, singular.
Metalanguage output description for: (Ego)** librum lego.
SNT(PPronPrs1SgND2nAccSgVC3PresPrs1Sg)

D. Output language (Armenian) formalized description for the metalanguage:

Gu (yes) (PPronPrslSg)-personal pronoun, I person, singular;

qghpp (girk’) (NEInfhAccSg)-noun, external Inflection h, accusative, singular;

d (em) (AuxVPresContPrslSg)-verb, present continuous tense, 1% person,
singular;

Jupnnd (kardum) (VPres)- verb, present continuous tense;

Metalanguage output description for: Gu ghpp tu Jupnmu: (Yes girk’ em
kardum)

SNT(PPronPrs1SgNEInfhAccSgAuxVPresContPrs1SgVPres)

E. Output language (Russian) formalized description for the metalanguage:

4 (ya) (PPronPrslSg)-personal pronoun, 1** person, singular;

yurtaro (chitayu) (VPresPrslSg)-verb, present tense, I person, singular;

kuury (knigu) (ND1fAccSg)-noun, declension 1, feminine gender, accusative,
singular.

Metalanguage output description for: I unrtato kuury (Ya chitayu knigu).

SNT(PPronPrs1SgVPresPrs1ISgND1fAccSg)

F. Output language (Turkish) formalized description for the metalanguage:
Ben(PpronPrslSg)-personal pronoun, Ist person, singular;
kitap(NNomSg)-noun, Accusative, singular;

okuyorum(VPrContPrslSg)-verb, present continuous tense, Ist person, singular.
Metalanguage output description for: Ben kitap**** okuyorum.
SNT(PPronPrs1SgND1fNomSgVPrContPrs1Sg)

NB

*-sentence (SNT)

**~in formal speech;

***-in informal speech;

****_indefinite noun in Turkish doesn’t get an inflection ending in accusative case.

Some languages, however, require less grammatical rules to model sentence
structures of output languages, thus metalanguage here is needed either for mainly
input or output. Due to the capabilities of these languages a detailed modelled
dictionary might be present prior to the translation.

As it can be observed here, many languages have the same grammatical
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endings that are crucial for the encodification and decodification process — a
unified, generalized action of splitting the words of one language into detailed
segments, tagging them according their grammatical features, then matching these
tags with the ones of the output language no matter the language family or
linguistic typology.

This suggests usage of specific field indexation, extra information within
modelling of the words to assist in enhance the effectiveness of the translation.
This accounts for the specific text domain integrates into the formal definitions
of words based on a hierarchical structure, thus clarifying the meaning of each
word.

Conclusion

The development of the principles of component analysis are still ongoing.
This method is considered promising from the point of view of communicative
linguistics, which is combined to create communicative lexicography and to study
the semantic components of the word. Derived from the lexical data, it can, in
turn, assist in clarifying and refining explanations in encyclopedic dictionaries.
Improving the method of extraction and description of meanings will help to re-
discover the semantic circle of the word that expresses knowledge from the
centuries-old human life experience.

Linguistic models can be both parsing and complying. The former is the
extraction of the necessary information from the complete text by analyzing and
identifying its elements, words, auxiliary particles and recognizing the correlations
between them, whilst the latter is completing text information created by certain
derivation rules from elements given prior. Every natural language has a complex
and heterogeneous structure and is not suitable for modeling without the
metalanguage.

Whatever the case, many systems are created every year around the globe,
of which only a few gain general recognition. Cognitive systems are introduced
into them to be essentially able to express the full meaning of the word that yet
again confront the peculiarities of linguistic thinking. Whatever these systems are,
the work of the specialists who strive to generalize and unify the knowledge of
mankind by making it available to everyone should be properly evaluated.
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Opluvup Nopwlhwiy Fdohwlwy Cwdwjuwpuih nuuwunu,
pwbiwuppwliul ghiprupgniiiph pbluwdn, wuhuipkun
L. hwugk® yenokgrishkyan@gmail.com

CUUCVrAULAR LE20R (UGSULG20R, UMHELE N/
Coulrtdne, 2k tnrel)

Utip optipmud ghwb hph dnnjuynpnudp npundty § mwppbp ghnnipiniu-
utiph Yhpwndwt puwquyuwnubtph hhdtwuunhpubtiphg diyp’ npudwpwunip-
niu, Ggqupwunipniu, dwuptidunhlw, hngbpwunipinia, Yhptinutmhju b
wyju: Yu fuunph auundwdp tdwt hbnwppppnipiwt yuwwndwnp wphtiunw-
Juu pwuwuunipyuu untmonidu E: (Al) hwdwlupgbp. Znnduonp puuwpynid
E dbnmwigmt’ npybu dbpbiwjujut pupgdwinipiut dby wnlju niuhybp-
uw]' hwdpunhwunip (kgnt, npp Ynnwynpnud £ dninpuwyhtn (kgnit, pupgdw-
unid ni ytipdwunid bppughu guuugwd tiqyh' wujuwfu (kquuu punwuh-
phg Jud whywpwuwlui punipugnphg:

Puquwphy wujwuh dnwsénnubp nhinbu dhouwnwpnid thnpdly Eu unbin-
ot wphbunmwywu [kgniutip, npnup whwp L wowlgtiht (kgniutiph dholt dhpwn
pwupgUwunipjuwup: Upwup Gupwnpnid Lhu twll (kg h dhwutwjwu dbwyhu
Junuuwuwnp' dbnwtigne: Upnku 20-pn nupnid (iquui yynipp qntinting
wgnphpUutnh b dwpbdunhluuu puuwabbph dke, ghmuwjuuubtpp ju-
nnnuguu unwuw] htwpwynphuu dpgphwun pupgdwuntpyniuutp, npnug hhu-
it twuwyuydwup jupgquptpws b gnponn dbnwgtiqyh gnynipyniuu
Ep: hupuhtu dbnwignit wphbunwljuu jkgujuu tpunype L, nph oqunipjutip
Juwwpynid Gu hwdwluwpgswihtu pupguwunipiniuutipp: b mwppbipnipiniu
wnphtiunwwu Junnigwospwyht (kgniutiph, dbnwtigniu punhwunip £ pnjnp
wphtunwlwu b puwluu jkgniutiph hwdwp b gnpswsynid § npybiu odwu-
nuwy dhong' |kguuu wyjwjutinp dky 1tiqy hg dniuhtu thnfuwugbnt hwudwn:

Utinwiqy h ogunwgnpénidp ywhwuonid £ punh dwupwdwutu Junuww-
pwynpnid Jud uupugpnipiniu ng dhwju npytiu wnwudht, wy] npytu aw-
fuunuwunipjuu b hwdwwnbtpunh dbe hp dhowjuwipnid gunuynn wy; pwntiphg
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Yuujwsé dhwynp: Funh dwuupwuquht ajupugpnipiniap’ junuuwwpwynpni-
up Juplnp wywuwnipinia niuh hdwuwmh dhyn dbjuwpwudwt, httmbwpuwp'
pwnh, twjuunuwunipjuu b Gupwwntipunh dhon pwpgUwunipjwu hwdwp:
pwtu ophtwy utipjuyugywsé bu wugtptuhg shuwptiu, huywubpbu, junh-
ubtiptiu, hwytiptiu, pniutiptiu b pnippliptu pupgUwunpniuutp’ hwdwwywnwu-
fuwt dlwyhu uupugpnipmniuutpny’ hhdujws Lwdpunhwunip wuguyhtu
Lbqyh (48L) Yhpwunwo dbnutiqyh ypw: Lnnjusp puunipjut K wnunmd uwl
alwght tqupugpnipyut Jhtuwui dwubphg diyp’ punwnphsh tpnionip-
niup, puutwpyynid £ awle hoswbiu dbwpwunipyuy, wyuybiu ] hdwumwghu
hdwuwnh wnbuwulyyniuhg:

Chduwpwntip. hwdpunhwunip kgn, dbnwtiqni, pununphswyhu ybp-
[nuonipint, dbpttwjuljuu pupgdwunipiniu, dbwyht ajupugpnipniu:

Enok I'pyuksaH
Ipenodasamensv Epesarcikoeo ['ocydapcmeenHoeo Meduyutckoeo YHugepcumema,
kanouoam ¢hunonoeuyueckux Hayk, aCCUCTEHT

a. aopec: yenokgrishkyan@gmail.com

YHUBEPCAJIbHBIN 43bIK (META43bIK, BE3 YEI'0 >XKU3Hb
HEBO3MOXKHA)

B Hacrosllee Bpemsi MOAeNMpPOBaHHE 3HAHUH CTallo OJHOW M3 MpobieM B
Pa3/IMYHbIX Hay4YHbIX 00/1acTsX: JIOTHKE, JIMHIBUCTUKE, MaTeMaTHKe, IICUXOJI0T1H,
kubepHeTuKe M Ap. [IpUyMHa Takoro MHTepeca K 3TOH mpo6rieMe CBsi3aHa C
CO3JaHHEM HCKYCCTBEHHOro uHTesuiekTa (MU).

B oroil craThbe ob6CyXKOaeTcs MeTasd3blK, (POPMa YHUBEPCAlIbHOI'O f3bIKa,
KOTOpag CyLIECTBYET B MAlIMHHOM I€PEeBOjie I KOOUPOBaHHUA BXOQHOIO A3bIKa,
repeBojia U Co3[aHUs JeKoAu(UKaluy BbIXOLHOIO S13bIKa JIF000r0 KHUBOTO SI3bIKa,
HE3aBUCHUMO OT A3bIKOBOM CEMbH MJIM TUIIOJIOTMYECKUX XapaKTEPUCTHUK. MHorue
BbIIAIOLIMECH YYEHbIE €IlE B CPEeJHHUE BEKa IbITAIUCh CO3[1aThb UCKYCCTBEHHbIE
JIMHIBUCTUYECKHE CHUCTeMbl, 4TOObI IOAJep:KaTb S3bIKW /I OCYLLECTBIIeHUs
[IPaBWIbHBIX I1€PEBOAOB, IJIaBHbIM YC/IIOBHEM KOTOPbIX ObUIO CYILeCTBOBaHHE
popMaIM30BaHHOrO U (PYHKIMOHUPYIOIIErO MeTas3blKa, KOTOPbIA caM Mo cebe
ABJII€TCH MCKYCCTBEHHBIM JIMHITBUCTUYECKUM $IBJICHUEM, C IOMOILbI KOTOPOro
OCYILIECTB/IsIeTCSl CUHXPOHHBbIM nepepof. MopgenuposaHue Wid opMajibHOe
OMHKCaHWE CII0OBa HMEET pellalollee 3HadeHHe I IPaBWIbHOIO IepeBofia M
HWHTEPNpPEeTalui 3HaYEHHS.

HMcnonb3oBaHue MeTasi3blka TpebyeT [eTanbHOro (hOpMalIi30BaHHOIO OMMCaHUS
CIT0Ba HE TONBKO KaK OTHENbHON €IMHMLIBI, HO U KaK CJI0Ba, 3aBUCHIIEr0 OT JIPYIUX
CIIOB B €ro cpefe BHYTPU IpeJIOKEHHs W KOHTEKCTa. B cremyromied cratbe
NPYBEJEHbI TIPUMEPDI TEPEBOJOB C aHIVIMMCKOIO Ha KWUTAWCKWUH, WCIIAHCKWH,
JIATUHCKUH, apMSHCKUH, PYCCKMH M  TYypPEeLUKUH S3bIKM C  ITOMOLIBIO
COOTBETCTBYIOIIEero (POpMajibHOI'O OIMCaHMsl, OCHOBAHHOIO Ha MeTasi3blKe,
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HCIIOITb3yEeMOM YHHUBEpCallbHbIM ceTeBbIM s3blKoM (UNL). OpHa M3 BakKHEMIINX
yacTed (POpPMalIM30BaHHOIO OINKUCAHUS — KOMIIOHEHTHbIM aHallM3 — TakKxke
00CyXIaeTcs C TOYKH 3peHUs KaK MOPOITOTHH, TaK U CEMaHTUYECKOTO 3HaYEHHS.

KnroueBble crioBa: YHUBEpCANbHbIN SI3bIK, METasi3blK, KOMIIOHEHTHbBIN aHalus3,
MallIMHHBIA NepeBofi, (popMallbHOE OMMCaHUE.

ZnnJwop fudpwgpnipinia B ubipuywugyty” 2024, hnubtdptph 04-ht:
ZnnJwop hwduyly E gpufunudwt’ 2024p. hnyutdptph 31-htu:
Cnnwst punniudly b myugpnipyuu’ 2024p. ntubtdptph 26-hu:
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